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Abstract—Content Delivery Networks for multimedia contents
are typically managed by a dedicated company. However, there
are cases where an enterprise already investing in a dedicated
network infrastructure wants to deploy its own private CDN.
This scenario is quite different from traditional CDNs for a
twofold reason: first, the workload characteristics; second, the
impact on the available choices for the CDN design of having
the management of the network infrastructure off-sourced to a
third party. The contribution of this paper is to introduce and
discuss the optimization models used to design the private CDN
and to validate our models using a case study.

Index Terms—CDN, Multimedia contents, Case study

I. INTRODUCTION

Delivery of multimedia streaming content is a challenging
task that is typically carried out using dedicated infrastruc-
tures, namely Content Delivery Networks (CDNs). A CDN
is basically a network infrastructure, composed of links and
servers (namely edge servers) that forward the media stream
and are placed as close as possible to the clients, aiming at
improving the performance of media contents delivery. The
benefits of such infrastructure are intuitive because the edge
servers act as demultiplexer, splitting one media stream into
one separate stream for each client, thus reducing the risk of
network congestion leading to poor performance. Furthermore,
each edge server can perform transcoding, adapting the quality
of the stream to the specific characteristics of a client (in terms
of bandwidth and resolution).

Several studies exist in literature proposing strategies
and models for edge server placement in traditional highly
distributed CDN infrastructures, such as those owned by
providers like Akamai [1] and Limelight [2]: these studies aim
at achieving the best possible placement of the edge servers in
order to satisfy the end-users quality of service, the require-
ments about bandwidth and latency, as well as the need for
the CDN provider to minimize the infrastructure costs [3]–[6].
While the design of a traditional CDN as previously described
and the models to place the edge servers in such infrastructure
are well understood, little effort has been devoted to the case of
a Private CDN (P-CDN) where a company that already has an
access to a geographic network infrastructure (typically leased
from a network operator that remains the maintainer of the
infrastructure) wants to deliver contents to its branches placed
in geographically distinct locations.

In this paper, we present an industrial experience where a
private company aims at deploying a P-CDN with a network-

ing infrastructure that is outsourced to a third party. This sce-
nario presents two main differences with respect to the design
of a typical CDN. First, we have just one content provider that
is the only customer of the network infrastructure: the resulting
workload is quite different from the typical case where many
clients access contents from multiple providers. Second, as the
network infrastructure is off-sourced to a network provider, the
design of the P-CDN has major constraints in the possibility
to place the edge servers that will support the delivery of the
component.

The main contribution of this paper is the proposal of the
mathematical models used to design the P-CDN and their
validation through the simulation of a real-world case study.
Our findings suggest that the introduction of a P-CDN can
increase by more than eight times the number of clients that
can access the multimedia data at the highest quality. On
the other hand, we also show that there is a major trade-off
between the performance of the P-CDN in terms of media
quality for the users and the number of edge servers deployed.
As the cost of edge servers may be high for a single content
provider, the parameter for deciding if a company branch is
large enough to be chosen to host an edge server remains a
critical decision for the tuning of the model. The industrial
reference scenario used in out study, where a large italian
company proposes a nation-wide deployment of a P-CDN
represents an additional value for our research.

The remainder of this paper is organized as follows. Sec-
tion II discusses the related work and positions our con-
tribution with respect to the state of the art. Section III
describes our model for placing the edge servers and proposes
some heuristics to solve the underlying optimization problem.
Section IV describes the case study considered to validate our
model. Finally, Section V concludes the paper with some final
remarks.

II. RELATED WORK

Content delivery networks (CDNs) have gained immense
popularity over the years, attracting the attention of many
researchers. An analysis of the main trends in content delivery
networks (CDNs) and user access paradigms is presented
in [3], while [4] explores the issues of content delivery through
CDNs with a special focus on the delivery of multimedia
content.



Our proposal focuses on an optimization model to mini-
mize the number of edge servers used for a live-streaming
scenario for multimedia contents, with the possibility for
the edge servers to perform online transcoding [7], [8]. A
comprehensive survey on the specific issues of edge server
placement algorithms in traditional and emerging paradigm-
based CDNs, such as the need to satisfy several requirements
about bandwidth, latency, and quality of service for end-
users as well as the need for the provider to minimize the
infrastructure costs, is presented in [5]. Another study that
deserves to be mentioned in this field is [6], that provides
design principles for a highly distributed CDN while focusing
on four key aspects: the optimal location of edge servers with
caching functionalities, mechanisms for request routing, con-
tent replica placement, and content outsourcing and retrieval. It
is worth to note that the majority of the state-of-the-art studies
focus on the scenario of highly distributed commercial CDN
infrastructures, owned by CDN owners such as Akamai [1]
and Limelight Networks [2]. On the other hand, the scenario
considered in our experience paper focuses on a P-CDN,
owned and used by a company to serve its own contents,
where the networking is outsourced to a third party. This
scenario is characterized by different challenges with respect
to a typical CDN. Indeed, being the content provider also
the only customer of the network infrastructure, the resulting
workload is quite different from the typical case where many
clients access contents from multiple providers. Moreover, the
possibility to place the edge servers of the infrastructure is
subject to major constraints due to the fact that the network
infrastructure is off-sourced to an external network provider.

Other studies in literature focus on Telco-CDNs, where
the content distribution services are managed by telecom-
munications service providers (TSPs) that began to launch
their own content delivery networks as a means to lessen the
demands on the network backbone and to reduce infrastructure
investments. In this case, since the network operator controls
both the infrastructure and the content delivery overlay, it is in
a position to manage the complete system so that networking
resources are optimally utilized. Among these, we cite the
study in [9], that proposes an algorithm for the placement
of video chunks on the edge servers, and [10], where an
architecture for on-demand service deployment over a Telco-
CDN is presented. Also in the specific case considered in
our study the owner of the CDN is a telecommunication
company, however the network infrastructure is outsourced to
an external network provider, with the consequence that the
edge servers cannot be arbitrarily located but should be placed
in determined spots corresponding to the company branches.

In the field of multimedia and video distribution, some
research focuses on strategies to improve the performance
of content distribution on mobile networks, due to the high
percentage of people using mobile devices for streaming video
and online applications [11], [12]. Our scenario may include
mobile users, but they typically access contents by mobile
devices connected through a WiFi network and located in the
company branches, that are placed in geographically defined

locations (local clients on company LAN locations), with the
company being the only provider delivering contents through
the network infrastructure. Hence, we do not have to face the
issues of the highly transient properties of mobile devices and
locations of users accessing contents from multiple providers,
but we can focus on the main issue of optimizing the perfor-
mance of the P-CDN by identifying the best locations to place
the edge servers among the company branches geographical
positions.

III. P-CDN MODEL

We now discuss the general scenario of a P-CDN, introduce
the mathematical model used to describe the problem of
designing the CDN and outline some heuristic algorithms to
solve the problem.

A. General scenario definition

In the considered scenario we assume to have multiple
locations, corresponding to the branches of the company de-
ploying the P-CDN, where clients are hosted. We denote these
locations as l ∈ L. Each location is characterized by download
and upload bandwidths (BWdl and BWul). We also define
BWo as the bandwidth available at the origin server for
feeding the P-CDN. It is worth to note that, as the network may
have additional background traffic, the considered bandwidth
is not the nominal available bandwidth of the links but is
an estimate of the actually unused bandwidth. Clients can
consume multiple streams, each characterized by a type of
encoding t ∈ T and by a bandwidth requirement BWt. We
denote as Ct,l the set of clients in location l that require a
stream with encoding t. When considering the clients, we must
take into account that just a fraction of the total clients will
actually watch the video stream. The set Ct,l considered in
the model consists of an estimate set of clients that will likely
concurrently access the live stream.

The delivery of multimedia contents occurs, in the absence
of a CDN, between the origin server and the clients. While
a multicast-enabled network could make the delivery quite
straightforward, the outsourced nature of the underlying net-
work makes the adoption of IP multicasting not viable. It is
then necessary to introduce a group of edge servers that can be
located in the company branches to act as content distributors
for the nearby clients. We denote as e ∈ Le the locations
that host an edge server. We assume that edge servers may
also implement transcoding functions, so that a single, high
quality stream can be used to generate lower-quality streams.

B. Live-streaming scenario

We model the live streaming scenario as an optimization
problem where we simply aim to minimize the number of edge
servers. We model the optimization problem using a boolean
variable to decide if a location should host or not an edge
server. Specifically, El has value 1 if in location l we have
an edge node, 0 otherwise (implicitly we also define El that
is the boolean negation of variable El). In this first model we
assume that an edge server can support only the clients in the



same location as the server. More complex scenarios, where a
single edge server can serve clients in more than one location
will be analyzed in the following.

min
∑
l∈L

El (1.1)

subject to:

BWdl ≥ El

∑
t∈T

BWt · |Ct,l|+ El ·maxBWt ∀l ∈ L,

(1.2)

BWo ≥
∑
l∈L

El

∑
t∈T

BWt · |Ct,l|+
∑
l∈L

El ·maxBWt (1.3)

The optimization problem can be summarized as follows:
we aim to minimize the number of edge servers (Objective
function 1.1) under the double condition that on each location
the bandwidth of the clients must not exceed the available
bandwidth available for media download (constraint 1.2) and
that the outbound bandwidth on the origin server must be able
to satisfy the clients that are not served by an edge server and
must not exceed the bandwidth necessary for the edge server
themselves (constraint 1.3).

A solution for this optimization problem may be reached in
a straightforward way in two steps:
• we check the constraint 1.2 for every location and, if the

requirement is not met, we place an edge server in that
location;

• afterwards, we check constraint 1.3 and, if the condition
is not met, we add edge server in the most bandwidth-
requiring locations until the constraint is satisfied.

C. Heuristic solution

While this model is a viable option to design the P-CDN,
there are a few critical issues that may hinder a straightforward
application of the model to the actual case study. The main
issues can be summarized as:
• It is hard to clearly identify client requirements in terms

of encoding. For most client devices there is the possi-
bility to use multiple encodings, depending on the actual
available bandwidth, so the approach of asking for the
highest possible quality level and accept a lower quality
stream seems the most viable option.

• For some company branches the number of clients is
very low and the bandwidth is rather limited as well.
An edge server would be required to guarantee their
access to streaming media, but the cost of installing such
device is not acceptable for these small branches. We
will therefore consider a threshold to limit our study to
the medium/large branches.

Concerning the first problem, we define a simple algorithm
for assigning the available bandwidth to the clients within the
same location (Algorithm 1).

Algorithm 1 allocates bandwidth to the clients starting with
the lowest possible quality and up to the highest quality
(corresponding to the highest bandwidth utilization). We define
Cl as the set of clients in location l. The outer loop iterates

Algorithm 1 Client bandwidth allocation
Require: Cl

Ensure: tc ∀c ∈ Cl

for t ∈ sort(T ∪ {na} ↑) do
for c ∈ Cl do

BWdl ← BWdl +BWtc −BWt

if BWdl ≥ 0 then
tc ← t

else
break

end if
end for

end for

over the possible stream encodings in ascending order of
bandwidth consumption. For each client, if there is enough
bandwidth, the algorithm assigns that bandwidth to the client
and updates the remaining bandwidth in the location. The
special value na for the stream quality means that the client
cannot access any stream at any quality; a stream quality na
has a null bandwidth consumption. The inner loop just assigns
the stream quality to the clients and updates the available
bandwidth until it is exhausted.

The outcome of the algorithm can be one of the following
conditions:
• BWdl < min(BWt) (resulting in tc = na,∀c): the

location cannot support any stream, even at the lowest
quality. without a network upgrade, the company branch
cannot benefit from the CDN and must be excluded from
the analysis;

• ∃c : tc = na: not every client can access the stream even
at the lowest quality. In the absence of an edge server,
the consumption of live streams will be possible only for
a subset of the considered client population;

• ∃c : tc < max(tc): every client can access to the stream
but some of them (or even all) can only consume a lower
quality stream in order to avoid congestion on the location
link. An edge server can fix this issue.

• tc = max(tc)∀c: every client can access to the stream at
the highest possible quality.

As previously mentioned, an additional problem in the con-
sidered scenario is the presence of badly connected locations
where installing an edge server is not advisable for economic
reasons. To this aim, we introduce a threshold parameter thr
to control the number of clients in a given location and we
define the following conditions to manage this trade-off:
• |Cl| ≥ thr: the location may host an edge server;
• |Cl| < thr: the location is too small to host an edge

server, hence we force El = 0.
Finally, we consider also an evolution of the basic CDN

delivery model discussed up to now. Specifically, we consider
that an edge server in a given location e ∈ Le may provide the
streaming content not just to the clients in e, but also to clients
placed in nearby locations. To this purpose, we introduce the
concept of Satellite Location, that is the case where a location
relies on the edge server of a different location for its clients.
It is worth to note that this option is proposed to the content



provider as an additional feature, that can be either enabled or
disabled based on the company policies without changing the
CDN core layout. For this feature, let Lse be the set of satellite
locations depending on the edge server in e. The edge server
in e will consume the upload bandwidth of the location to
this aim. The main constraint in this case is that the download
bandwidth of the clients in the satellite locations must not
exceed the upload bandwidth of the edge server:

BWue >
∑

s∈Lse

BWds

Algorithm 2 Management of Satellite locations
Require: L, Le, niter, minBW
Ensure: Lse,∀e ∈ Le

Ls ← L− Le

Lse ← ∅, ∀e ∈ Le

for i ∈ [1, niter] do
for s ∈ Ls do

e← nearestEdge(s, Le)
Add s to Ls

′
e

end for
for e ∈ Le do

for s ∈sort(Ls
′
e, from nearest) do

if BWue ≥ BWds then
Add s to Lse
BWue ← BWue −BWds
Remove s from Ls

end if
end for
if BWue < minBW then

Remove e from Le

end if
end for

end for

In Algorithm 2, we consider a set location where we have
edge servers (Le) and the overall set of locations L that may
host clients. The location that do not host an edge server
(s ∈ Ls) is the difference between the two sets and is the
list of location that may be selected as satellite locations.
Furthermore, Lse is the list of satellite location for each edge
server e.

The algorithm starts by dividing the set of possible satellite
locations, assigning each s ∈ Ls to the nearest edge server.
The set Ls

′
e is then the list of potential satellite locations for

that edge (first nested loop). Next, for each edge server we
analyze the potential satellites from the nearest one and, if the
upload bandwidth is enough, we insert the potential satellite in
the list of satellite location for that edge, updating the available
upload bandwidth. If at the end of the cycle the bandwidth for
the edge server is exhausted (that is, less than a given threshold
minBW ), we remove the edge server from the analysis.
This process is iterated niter times to take into account the
re-organization in the list of edge servers as their upload
bandwidth is exhausted. Preliminary experiments suggest that
a limited number of iterations (foe example niter = 3) are
enough to guarantee that a steady state where no additional
satellite locations are found.

IV. EXPERIMENTAL RESULTS

We now introduce the reference scenario used in our case
study to validate the proposed model for the design of the P-
CDN, and we provide a first analysis on the parameters of the
model. We recall that the main output of our model consists
in an indication of:
• placement of the edge server;
• definition of satellite locations.

Throughout this section, we define the reference scenario
of our experiments, provide some results on the effect of
adopting a P-CDN infrastructure, and discuss the impact of
the threshold parameter thr.

A. Reference scenario

The reference scenario is based on a real case provided
by 47deck company; some of the most significant parameters
are outlined in Figure 1. For privacy reason, we omit some
detail on the real dataset and we limit our analysis on a
synthetic reconstruction of the initial network. This scenario,
capturing the characteristics of a network serving company
with nation-wide branches, is used to create a simulator to
study the placement of the edge server composing the P-CDN.
Specifically, we consider a set of more than 200 locations with
download and upload bandwidth distributions modeled accord-
ing to a truncated lognromal, as shown in Figure 1a (the use of
truncated distributions, especially long-tailed one, is common
in literature [13]). The fitting on the original data to obtain a
probability distribution was carried out using the nonlinear
least-squares (NLLS) Marquardt-Levenberg algorithm. The
thin lines in the figure represent the lognormal distribution,
while the thick lines are the actual bandwidth considered in
our case study. To obtain these values we started from the
original distribution, we truncated it and we rounded the values
to available bandwidths of cable connections. Download and
upload bandwidths show a similar behavior, with the upload
bandwidth being typically 25% of the download one. In a
similar way, we also fitted the clients per location, as shown in
Figure 1b. In this case the fitting curve is a simple exponential
probability distribution.

For our experiments, we consider the following scenario.
We consider three types on encodings that can be consumed
by clients. Specifically, we distinguish between:
• Low definition (LD), characterized by a bandwidth con-

sumption of 512 Kb/s
• Standard definition (SD), characterized by a bandwidth

consumption 1024 Kb/s
• High definition (HD), characterized by a bandwidth con-

sumption of 1536 Kb/s
For each location, we consider that just 60% of the up-
load/download bandwidth is available for the streaming, while
the remaining 40% is used by the normal operation carried
out on the network. Furthermore, we explicitly discard any
location with an available bandwidth below 512 Kb/s as it
would not be able to support any type of streaming even in
the presence of an edge server.
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Fig. 1: Bandwidth and Clients distributions

TABLE I: Impact of P-CDN

P-CDN no P-CDN
# of Locations

Too small 99 0
Edge 77 0

Satellite 19 0
Origin 18 213

# of Clients
LD 1577 1986
SD 94 94
HD 466 57

B. Live streaming results

Given the setup described previously, we now evaluate the
simulation results of the proposed model when applied to
the above-described case. Specifically, we evaluate how the
considered scenario can be used to improve the user experience
in terms of streaming video quality and we provide a first
design of the P-CDN infrastructure. For this first analysis we
consider that the main parameter of the model, that is the
threshold thr, to decide if a location has enough clients to be
eligible for hosting an edge server is set to 50.

Table I provides a first demonstration of the impact of a
P-CDN architecture for the delivery of live media. Without
the P-CDN the scenario, is fairly simple as the origin server
must cope with serving all the 213 locations considered in this
study. As we introduce the P-CDN infrastructure we have 77
locations that are selected to host an edge server. These edge
servers can further provide streaming support for 19 additional
locations. 99 locations should host an edge server, but having

just a few clients are discarded (we recall that in this analysis
we consider thr = 50). The origin server is thus responsible
for 18 locations together with the 99 small company branches
previously mentioned.

If we consider the user experience, the adoption of the P-
CDN has a clear impact. Without edge server just a small
fraction of clients can access the stream with something better
than a low definition. Specifically only 94 (4%) and 57 (3%)
clients can access to SD and HD video quality, respectively. If
we consider the adoption of the P-CDN, we observe that the
number of clients accessing the HD stream increases by more
than eight times. The number of clients with a low quality
feed remains high, but this is mainly due to the presence of
a non-negligible number of clients that fall in the Too small
company branches that are discarded as potential locations for
edge servers.

C. Sensitivity to threshold

The high impact of locations and, consequently, clients that
are removed from the potential list of edge servers due to their
size being below the threshold thr motivates our analysis on
the sensitivity to the impact of the thr parameter. Figure 2
provides an analysis of how the edge servers are influenced
by this threshold.
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Fig. 2: Locations and clients as a function of Thr
Figure 2a presents an analysis on the locations hosting

edge servers of the P-CDN and on the corresponding satellite
locations. Throughout this analysis we change our threshold
thr to decide if a location is too small from 1 to 100



clients. The results are quite intuitive: as thr grows, the
number of locations hosting an edge server is reduced and
the corresponding number of locations considered Too small
to host an edge server grows. The change in the number of
edge servers has also an impact on the number of satellite
locations: as the number of edge server is reduced, the number
of satellite locations that can be supported decreases as well.
Clearly, locations that do not host neither an edge server nor
a satellite location are serviced directly by the origin servers.

Figure 2b refers on the number of clients. Specifically, we
consider the number of clients corresponding to the previously
defined four categories (that is, clients in locations Too small,
clients service by edge servers, clients in satellite locations
and clients serviced by the origin server). Again we run the
tests for a threshold value thr ∈ [1, 100]. The main messages
are comparable with the findings shown in Fig. 2a. The main
difference is the, considering the number of clients rather than
the number of locations, the clients serviced by an edge server
remains much larger as the number of locations with an edge
server as thr grows. This effect can be explained considering
that due to the nature of the threshold, locations in the Too
small category host less clients than the locations with an edge
server.
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The last analysis is provided in Figure 3 and shows the
bandwidth for edge server throughout the P-CDN as a func-
tion of the threshold thr. We observe that, as the threshold
increases, we have a reduction in the global bandwidth served
by the edge servers due to their number reduction. We also
provide a breakdown between the bandwidth provided by the
edge servers to support their local clients and the bandwidth
used to service the satellite locations. As expected, the ag-
gregate internal bandwidth of edge servers for servicing local
clients (on the location LAN) is reduced by the decrease in the
number of locations hosting and edge. In a similar way, the
drop in the number of satellite locations determines a reduction
in the bandwidth devoted by the edge servers to clients outside
their location.

V. CONCLUSIONS

Throughout this paper we presented the problem of design-
ing a P-CDN for streaming media, that is a private CDN where
a company aims at defining an infrastructure for the delivery

of multimedia streams. Such scenario is peculiar for multiple
reasons: first, content providers and content consumers are
part of the same company; second, the content underlying
infrastructure is considered to be outsourced to a third party
that owns and operates the network. Even if the main goal of
designing a P-CDN is similar to that of a traditional CDN,
the above mentioned characteristics have a major impact on
the expected workload and on the available choices for edge
server placement.

Our contribution is the definition of models and algorithms
to cope with these problems. We validate our solution using
a simulator where we exploit a case study based on a real-
world problem where a P-CDN must be deployed for a
nation-wide company with branches located over two hundreds
different cities. Our experiments demonstrate the benefit of the
proposed methodology for designing a P-CDN. Furthermore,
our simulations outline the trade-off between the need to place
edge servers on locations with just a few clients and the desire
to reduce the number of used edge server.
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