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Abstract

The evolution of Internet is heading towards a new gen-

eration of social networking services that are characterized

by novel access patterns determined by social interactions

among the users and by a growing amount of multimedia

content involved in each user interaction. The impact of

these novel services on the underlying Web infrastructures

is significantly different from traditional Web-based services

and has not yet been widely studied. This paper presents

a scalability and bottleneck analysis of a Web system sup-

porting social networking services for different scenarios of

user interaction patterns, amount of multimedia content and

network characteristics. Our study demonstrates that for

some social networking services the user interaction pat-

terns may play a fundamental role in the definition of the

bottleneck resource and must be considered in the design of

systems supporting novel applications.

1 Introduction

The Web evolution is heading towards a radical change

in the user behavior, with a growing amount of users that

create, share, and distribute content on the Web. The shift

towards a “Read-write” paradigm is one of the biggest

changes in the Web since its beginning. This paradigm

change is driven by the popularity surge of the so called

social networking services [18] that enable users to build

social networks and share their own generated content. To-

day, the most popular example of Web sites offering social

networking services are Weblogs (blogs) [7], where user

exchange mostly textual information, sites that allow users

to share photos such as Flickr [10, 17] and Facebook [9],

and sites where the interaction among users is based on ex-

changing video clips (e.g., YouTube [11]).

The success of these social networking services is

demonstrated by the high number and heterogeneity of par-

ticipating users. According to Nielsen/NetRatings, social

networking sites have seen their traffic growing 47% in the

last year, reaching 45% of all active Web users [3]. This

confluence of participants is possible because of the low

barrier to entry into on-line communities. Many social net-

working services are designed such that signing up, view-

ing, and uploading contents are relatively easy. This en-

ables users who may not be technically skilled to participate

alongside more experienced users.

The novel characteristics of social networking services

concern access patterns and resource working set. The

access patterns are characterized by variability and unpre-

dictability due to social interactions (e.g., slashdot effects).

Furthermore, the read-write nature of the services leads to

a significantly higher amount of upload operations with re-

spect to traditional Web-based services. On the workload

side, we observe that social networking services present a

wide range of multimedia contents: from mostly-textual

blogs, to sites where the user interaction is based on im-

ages and video clips, determining a radical shift in the type

of data transferred.

The combination of the novel features of high user in-

teractivity and multimedia rich contents introduces new

requirements on the underlying server infrastructures that

are significantly different from these of traditional Web-

based services. While there are several studies on perfor-

mance and bottleneck analysis for traditional Web applica-

tions [20, 4], there have been no substantive studies regard-

ing novel social networking services.

The main contribution of this paper is to investigate how

currently available infrastructures can cope with the re-

quirements of novel social networking services. Our analy-

sis aims to identify the bottlenecks that hinder performance

in the server infrastructures as a function of the type of sup-

ported social networking service, because we claim that un-

derstanding the impact of novel services is a fundamental
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step that will aid in network management, capacity plan-

ning, and design of new systems.

In this paper we consider three significant examples of

social networking services, namely Blogging, Photo shar-

ing and Video sharing. The services are characterized by

different amounts of multimedia contents, and for each ser-

vice we consider different levels of user interactivity (that

is, the read vs. write ratio). Furthermore, we consider how

the client-side connection may impact on the internal bottle-

necks of the server infrastructure. Through simulation we

show that the presence of multimedia-rich content in social

networking services will cause a major shift in the infras-

tructure bottlenecks. Furthermore, we show that the level of

user interactivity and the network characteristics can play a

fundamental role in determining the system bottleneck.

The remaining of the paper is organized as follows: Sec-

tion 2 describes the main features of social networking ser-

vices. Section 3 describes the system and workload model

used for our analysis. Section 4 presents the results of our

experiments, providing an insight on the impact of the ser-

vice evolution on the underlying infrastructure. Section 5

discusses the related work. Finally, Section 6 provides some

concluding remarks.

2 Social networking services

Social networking services are characterized by two

main features: the interactivity of the users that access the

services and the high degree of multimedia content pro-

vided through these services. Both features are becoming

more and more prominent as the social networking services

unleash their potential of supporting new user interaction

models.

A key requirement of user interactivity in social network-

ing services is the support for content upload. Indeed, in-

stead of just consuming content posted by a single admin-

istrator, users of social networking services are able to ac-

tively create and share their own content as well as view

content provided by their peers. Furthermore, some ser-

vices such asMySpace [14] and Facebook [9] support social

interaction by allowing individuals with similar interests to

form social groups. Support for content upload changes dra-

matically the requirements on the underlying server infras-

tructure for two main reasons. First, asymmetric communi-

cation lines, such as ADSL, are designed for a download-

oriented usage pattern and the limited upstream bandwidth

may lead to poor upload performance. Second, uploading

content requires write operations that are more expensive

than reads for mass storage devices. Another consequence

of social interactions among users is that, whenever a con-

tent upload is carried out, it is likely to cause an increase of

subsequent upload operations due to comments and replies

from other users [8]. This results in a high variability in the

read/write ratio that places additional strains on the server

storage subsystem.

The second main characteristic of social networking ser-

vices is the ever increasing amount of multimedia content

exchanged among the users. Indeed, the services range

from blogging, where users mostly exchange textual con-

tent, to multimedia-oriented services that allow users to

share photos and even videos. The presence of multime-

dia content changes significantly the impact of the work-

load on the infrastructure with respect to traditional Web.

Since multimedia rich resources are far larger than tradi-

tional Web resources, disks and network links are a criti-

cal resource that may become congested, thus hindering the

overall system performance.

To carry out this analysis we consider three main types of

social networking services, namely Blogging, Photo shar-

ing, and Video sharing, that differ for the workload char-

acteristics. Furthermore, for each service we propose three

scenarios with different amounts of user-uploaded content.

Blogging service

The Blogging service allows users to exchange information

and replies in textual format. The working set involved in

blogging is similar to the traditional Web workload [19],

where Web resources are typically in the order of tens of

Kbytes. However, the interaction patterns show significant

differences if compared to any type of traditional dynamic

Web site, due to the social interactions among the users.

Indeed, comment posting follows a bursty behavior [8] that

may determine usage patterns that resemble a flash crowd

with sudden peaks in the disk write/read ratio.

Photo sharing service

The Photo sharing service consists in a public image stor-

ing and sharing service that allows users to upload their

own photos, view photos created by others and comment

on them. We consider the Flickr Web site as a typical ex-

ample of a Photo sharing service. Besides the complex in-

teraction related to the user behavior in a social networking

service [8], Photo sharing is characterized by content of ex-

tremely variable sizes. The exchanged images may range

from small snapshots taken with a mobile phone camera to

high-resolution photos taken with professional-grade equip-

ment. Furthermore, for each image, the site presents mul-

tiple thumbnails at different resolutions to allow users to

save bandwidth during the preview of a photo album. This

results in access patterns for the storage subsystem that are

extremely difficult to predict.

Video sharing service

The Video sharing service is one of the most innovative ser-

vices supporting user interactions. The analysis of video
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sharing services and its social implications has attracted the

interest of the research community [11,5]. The typical trend

in video sharing is to exchange short video resources, typ-

ically clips of few minutes, and the most widespread ap-

proach to data transfer is to use HTTP-based pseudo stream-

ing techniques instead of full streaming protocols. The re-

sulting workload is one of the main challenges for the server

storage and for the network infrastructure, due to the size of

content being downloaded and uploaded from the client de-

vices.

3 System Model

The model used for our analysis takes into account the

server infrastructure, the clients and the network connecting

clients and server. We evaluate performance and scalability

of Web server infrastructures for social networking services

by using a discrete event simulator based on the Omnet++

framework [16], that relies on the Inet package for packet-

level simulation. Since a goal of our study is the analysis of

how bottlenecks change depending on the type of service,

we develop a model that represents accurately the main re-

sources that may hinder the scalability of a server infras-

tructure.

Recent studies evaluating the potential bottlenecks of dy-

namic Web systems [2] suggest that, on the server side,

the main system resources that may become bottlenecks are

typically CPU and Disk. Furthermore, the type of network

connection between clients and server infrastructure may

have a significant impact on the resource utilization and,

consequently, on the system bottlenecks.

3.1 Workload model

We describe the interaction patterns of a user accessing

social networking services according to [8]. The user be-

havior is based on a session mechanism, where each ses-

sion is composed of multiple interactions. In particular, we

assume three possible user interactions, corresponding to:

• Accessing the main page showing the directory of

the shared information (e.g., blog entries, images and

videos)

• Accessing a second level page showing only one spe-

cific content (e.g., a specific blog entry with its com-

ments, an image or a video clip)

• Uploading new content

A user session may be a read session if the user only down-

loads contents, or a write session if the user also uploads

contents to the server. In our experiments, we consider three

different upload scenarios where the percentage of write

sessions with respect to all the user sessions is equal to 5%,

10% and 20%, respectively. During a read session, the user

accesses the main page, then performs multiple requests for

second level pages. Each read session includes 4 requests

for second level pages on average. On the other hand, a

write session involves an access to the main page, followed

by an access to a second level page and a content upload.

We use a Gamma distribution (α=0.64, β=12.62) to model

the interarrival time of user sessions and a Weibull distribu-

tion (α=0.69, β=0.33) for the interarrival time of requests

within the same user session [8].

We now describe the content size distributions that we

use to model the three social networking services.

For the Blogging service we refer to the workload char-

acterization in [8], where textual resources have an aver-

age size of 30KB. The file size distribution is modeled as a

Pareto distribution with parameter α equal to 1.17.

Since there are not studies that characterize the resources

of the Flickr Web site, we carried out a preliminary evalu-

ation to determine the workload characteristics for this sce-

nario. We downloaded 20 Photo Albums from the Flickr

Web site for a total of 13000 images on which we perform

statistical analysis. We find that the histogram of photo sizes

in our dataset can be fit by an aggregate of a normal distribu-

tion, with parameters µ=2.10 and σ=0.68, and a lognormal

distribution, with parameters µ=3.91 and σ=0.70, as shown

in Figure 1.
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Figure 1. Photo size distribution
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Figure 2. Video size distribution

To model the workload of the Video sharing service, we

refer to the video size distribution described in [6]. The
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size distribution is modeled as an aggregate of four normal

distributions, whose parameters are shown in Table 1. The

parameters µ and σ determine the mean and the standard

deviation, respectively, while r is the weight of each curve

in the aggregated distribution, that is shown in Figure 2.

Table 1. Parameters for aggregated distribu-

tion of video size.

Parameter Norm1 Norm2 Norm3 Norm4

µ 0.74 9.63 27.00 13.66

σ 2.87 2.68 0.74 7.96

r 48.6% 26.2% 2.7% 22.5%

3.2 Server model

Since our aim is to evaluate which are the system bot-

tlenecks in a server supporting social network services, we

devote special care to model each component of the server

infrastructure.

The server supports two main types of requests: read re-

quests, that we consider based on HTTP GETs, and write

requests, carried out through HTTP POSTs. We suppose

that client requests are processed in parallel using a time-

sharing CPU and a disk-based storage unit.

After entering the system, a read request is assigned to a

thread and a service time is determined for parsing the re-

quest. CPU time is shared among all the active threads us-

ing a round-robin CPU scheduler. After this pre-processing

time, the Web resource is retrieved from the disk and sent

to the client. We consider that, during the service of a re-

quest a multimedia resource is not retrieved entirely from

the disk, but data is fetched from the disk and delivered to

the client in a chunk-by-chunk fashion. This model is sup-

ported by analysis on download of multimedia resources:

HTTP pseudo-streaming is one of the most popular mech-

anism for multimedia content download and this transfer

mechanism relies on range requests and chuncked encod-

ing [12].

Each request for data from the file system is mapped by

the file system module in multiple subsequent accesses to

data blocks, to model into a deep detail the disk behav-

ior. Disks are modeled considering that currently available

storages usually provide caching capabilities at the level of

blocks. The actual effectiveness of a disk cache depends

on the access patterns. However, due to the highly skewed

popularity distributions of social networking services [5],

we consider a block cache hit rate in the order of 90%,

that is a common value for multimedia oriented file stor-

age [13]. Read requests are mapped by the file system in a

sequence of block reads. The requests for the physical disk

accesses not satisfied by the cache are queued and executed

by the disk module. Write requests are composed of subse-

quent HTTP POST requests, each containing a data chunk

from the client to the server. For each request, the server

processes the HTTP message and inserts the uploaded con-

tent in a temporary buffer. We consider that the file system

adopts a write-back policy for write operations, hence the

write of blocks on the disk occurs off-line with respect to

the interactions between server and client. It is worth to

note, however, that while write operations do not have a di-

rect effect on the execution time of HTTP POST requests,

they impact on the queue length of the disk device, and, as

a consequence, on the response time for other operations

accessing the disk.

3.3 Network model

The network model used in our experiments aims to

represent a typical server infrastructure with a centralized

server and remote clients. The network model considers all

the levels of the TCP/IP stack, as well as physical link char-

acteristics (i.e., bandwidth, delay and error rate) to provide

a clear picture of how network may impact on performance.

The network models are provided by the Inet package of the

Omnet++ simulator [16].

We design two types of scenarios with respect to the net-

work: a LAN scenario where all the clients are connected

through LAN-grade links to the server and a DSL scenario

that represents the case of residential clients with an ADSL

connection.

For the LAN scenario, each client is connected to an ISP

router with a Fast-Ethernet connection. The ISP router is

connected through a Gigabit connection to a border router

of the autonomous system where the server infrastructure is

located, and another Gigabit link connects the server infras-

tructure with the border router.

In the DSL scenario, each client is connected through a

Fast-Ethernet connection to a local router. The client router

is connected to an ISP router using an asymmetric PPP

link. The asymmetric link is characterized by a downstream

bandwidth of 20 Mbit/s with a delay of 2 ms and an uplink

bandwidth of 1 Mbit/s per second with a delay of 60ms,

which are common parameters for ADSL links. We sup-

pose that the overall client population is equally distributed

among a set of multiple ISPs, and each ISP is connected to

the server router using a Gigabit connection. Finally, the

server is connected to the border router using the same Gi-

gabit link of the LAN scenario.

4 Experimental results

In this section we evaluate how the type of service, the

user behavior and the network characteristics affect the per-

formance of social networking services. We devote spe-

cial attention in finding for each scenario which is the sys-
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tem bottleneck. We consider the three social networking

services, Blogging, Photo sharing and Video sharing, and

for each service we evaluate three different upload scenar-

ios, where the percentage of write sessions is equal to 5%,

10% and 20%, and two network scenarios, namely LAN and

DSL, as described in Section 3. For each scenario we con-

sider the following metrics:

Throughput: the amount of requests satisfied in the time

unit (minute) by the server.

CPU utilization: the fraction of time where the CPU is

busy with respect the experiment duration.

Disk utilization: the fraction of time where the disk is busy

with respect the experiment duration.

We choose these metrics because they allow us to iden-

tify which resource represents the bottleneck of the system

at the peak throughput for each considered scenario. For

all the sets of experiments, we simulate the system for 10

hours. For each simulation we discard the first 3000 sec-

onds to avoid transient effects in our system evaluation. The

simulation results refer to data averaged over 10 runs.

4.1 Blogging service

Figure 3 shows the throughput for the Blogging service

as a function of the number of clients in the LAN scenario.

The peak throughput is similar for any upload scenario,

showing that the performance of the system is not affected

by the percentage of write sessions.

We analyze the utilization of the system resources to

identify which resource represents the system bottleneck at

the peak throughput. Table 3 presents the CPU and disk

utilization at the peak throughput for all the upload scenar-

ios. We observe that the CPU is the bottleneck resource for

any upload scenario. On the other hand, the disk utiliza-

tion never exceeds 0.05 even for frequent content uploads.

This result is due to the small size of the textual informa-

tion exchanged among the users of the Blogging service,

that does not involve expensive operations on the storage

device even when the amount of write operations grows.

This allows the system to serve an increasing number of

concurrent requests. The CPU utilization increases linearly

with the number of clients, until it almost reaches the 100%.

Table 2. Average resource utilization at the

peak throughput for Blogging service

Resource Write sessions

5% 10% 20%

CPU 0.997 0.995 0.994

Disk 0.022 0.030 0.047
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Figure 3. Throughput for Blogging service

4.2 Photo sharing service

Figure 4 shows the throughput for the Photo sharing ser-

vice as a function of the number of clients in the LAN sce-

nario. As expected, for each considered upload scenario the

overall throughput is lower than that achieved for the Blog-

ging service. This is due to the larger size of the exchanged

contents that involves more expensive operations. We ob-

serve that the peak throughput for the Photo sharing ser-

vice differs depending on the considered upload scenario.

Specifically, a high amount of write operations causes a sig-

nificant degradation of the system performance, with a 34%

decrease of the peak throughput as the percentage of write

sessions changes from 5% to 20%.

To investigate the reasons of this behavior, we consider

the average CPU and disk utilization for the different up-

load scenarios, that are shown in Figure 5. It is interesting

to observe that the resource bottleneck at the peak through-

put depends on the upload scenario. For a limited amount

of write sessions (5% in Figure 5(a)) the CPU is the bottle-

neck; on the other hand, when users update contents more

frequently (Figures 5(b) and 5(c)) the disk becomes the bot-

tleneck of the system. The shift in the resource bottleneck

is due to the cost of write operations, that are more expen-

sive for the disk than read operations. When 95% of the

operations just require reading from the disk, the CPU is
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Figure 6. Throughput for Video sharing ser-

vice

the most loaded resource and high volumes of concurrent

requests saturate its capacity. On the other hand, when the

percentage of write sessions grows to 10%, the utilization of

disk increases faster than the CPU utilization as the number

of clients grows (Figures 5(b)).

If the number of write operations further increases, the

capacity of the disk saturates for a lower amount of con-

current requests. In comparison, the cost of handling the

requests on the CPU is small (Figure 5(c)).

4.3 Video sharing service

We now analyze the results for the Video sharing ser-

vice in the LAN scenario. Figure 6 shows the throughput

for different upload scenarios as the number of the clients

increases. We observe that the amount of content uploads

significantly affects the peak throughput, that is more than

halved when the percentage of write sessions changes from

5% to 20%.

To understand why the system performance drops much

more significantly for higher percentages of write sessions,

we analyze CPU and disk utilization. Table 3 shows the

disk utilization, that is close to 1 for all upload scenarios,

while the CPU utilization never exceeds 0.16. We can con-

clude that the disk is the bottleneck resource for all upload

scenarios. This result is quite intuitive, since the large size

of video content (median size equal to 8.4 MBytes) requires

operations on the storage device much more expensive than

CPU-related operations. The drop in throughput is moti-

vated by the disk-bound nature of requests and by the high

cost of write operations. Our experiments show that the

disk-bound nature of requests in the Video sharing service

may halve the system throughput when the amount of write

sessions grows by a factor of 4.

4.4 Impact of network scenario

We now evaluate whether the presence of a DSL connec-

tion between clients and server (described in Section 3.3)

Table 3. Average resource utilization at the

peak throughput for Video sharing service.

Resource Write sessions

5% 10% 20%

CPU 0.153 0.123 0.094

Disk 0.940 0.947 0.985

may affect the system scalability and the presence of bottle-

necks for the three considered social networking services.

For space reasons, we report results only for the Photo

and Video sharing services, that show the most interesting

changes with respect to the LAN scenario. Indeed, the pres-

ence of a DSL connection does not significantly affect the

overall system performance for the Blogging service due to

the small size of textual contents exchanged. For this ser-

vice, the factor that limits the overall system throughput re-

mains the concurrency of the requests, which exhausts the

capacity of the CPU, as it happens in the LAN scenario.

Table 4 shows the peak throughput and the average re-

source utilization for the Photo sharing service in the LAN

and DSL scenarios. Bold text is used to evidence the uti-

lization of the bottleneck resource at the peak throughput.

As regards the peak throughput, we observe a significant

reduction with respect to the LAN scenario. This result is

expected, because each request lasts longer due to the net-

work delays introduced by the DSL scenario. However, we

notice that the throughput reduction depends on the upload

scenario, ranging from almost 30% to 17% as the percent-

age of write sessions changes from 5% to 20%. To explain

the reasons of this difference, we evaluate the utilization of

CPU and disk at the peak throughput.

The DSL scenario places a higher demand on the CPU

with respect to the LAN scenario, because the longer dura-

tion of client requests significantly increases the CPU uti-

lization due to the higher request concurrency. Hence, the

CPU becomes a bottleneck earlier with respect to the LAN

scenario, thus resulting in a throughput reduction. Unlike

the Blogging scenario, the throughput reduction is signif-

icant because images are medium-sized contents, and the

DSL link delay has considerable consequences. This effect

is also evident when the percentage of write sessions in-

creases to 10%: the system bottleneck at the peak through-

put shifts from the disk (LAN case) to the CPU (DSL case).

On the other hand, for a 20% of write sessions the disk re-

mains the bottleneck resource even in presence of a DSL

connection. In this case the peak throughput experience a

minor decrease with respect to the other upload scenarios

because the disk utilization is not increased by the presence

of a DSL connection as much as the CPU utilization.

Table 5 reports the peak throughput and the average re-

source utilization for the Video sharing service in LAN and

DSL scenarios. The throughput is reduced with respect to
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Figure 5. Average resource utilization for Photo sharing service

the LAN scenario, however the throughput reduction (from

12% to 13%) is smaller than that observed for the Photo

sharing service (from 17% to 29%). While the former result

is expected due to the longer duration of the requests, the

latter result may surprise because video contents are larger

than images, and consequently more expensive to serve.

From Table 5 we observe that the disk is always the bot-

tleneck resource for the Video sharing service. As for the

Photo sharing service, when the throughput is limited by

the disk performance the effect of DSL connections is much

less evident than when the bottleneck is the CPU.

4.5 Summary of results

The main messages from our experiments can be sum-

marized as follows. As expected, our results show that

the workload has a significant impact on the system per-

formance and on the system bottlenecks. Performance

in the delivery of textual resources is mainly affected by

CPU power, while multimedia-rich resources such as videos

place the highest demand on the system storage. Future

network-based services, characterized by large multimedia

resources will require the server infrastructures to place sig-

nificant effort in providing adequate speed in the access to

data, for example by improving disk caching techniques, or

using faster storage technologies.

An interesting result is that the level of user interac-

tivity plays a key role in determining which is the bottle-

neck resource. As user interactivity grows, the high amount

Table 4. Resource utilization for Photo shar-

ing service at peak throughput [req/min]

Write LAN scenario DSL scenario

sessions Peak CPU Disk Peak CPU Disk

5% 144 0.993 0.660 103 0.994 0.620

10% 128 0.803 0.987 93 0.991 0.811

20% 98 0.620 0.990 81 0.870 0.974

Table 5. Resource utilization for Video shar-

ing service at peak throughput [req/min]

Write LAN scenario DSL scenario

sessions Peak CPU Disk Peak CPU Disk

5% 28 0.993 0.660 24 0.421 0.990

10% 21 0.803 0.987 18 0.339 0.992

20% 14 0.620 0.990 12 0.287 0.995

of write operations increases the disk utilization and may

cause a shift of the system bottleneck. To cope with highly

variable user behavior, server infrastructures may exploit

self-adaptive techniques that allow the system to dynami-

cally adapt and reconfigure itself at runtime in response to

changing levels of user interactivity.

Finally, the presence of a low speed connection may

have significant consequences on the system performance.

Furthermore, low connection speed determines a growth in

CPU utilization that may even change the bottleneck re-

source in the server infrastructure. Self-adaptive techniques

may be also exploited to address these issues.

5 Related work

Social networking services has recently received an in-

creasing attention [7,6,11,5] with the aim of characterizing

the typical workload of these services in terms of access

patterns, object types and object sizes. For example, Duarte

et al. focus on the blogging service and provide models

of social interactions to shape the workload of Blogs [7],

while the studies in [6, 11, 5] characterize the workload

for multimedia-oriented social networking services, such

as photo and video sharing. These studies point out that

the social networking services present workload character-

istics that significantly differ from “traditional” Web-based

services applications and will require the adoption of new

strategies at the network and server level to be supported.

Our study represents a step further, because it exploits these
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workload characterizations with the aim to evaluate how the

social networking services affect the scalability of the sys-

tems and how they affect the bottlenecks in the underlying

server infrastructure.

Performance analysis and bottleneck identification have

been widely investigated in literature [20, 1]. Some stud-

ies compare the performance of the technologies available

to provide Web-based services [1] or provide an analysis

of the bottlenecks of Web systems [20]. However, these

studies rely on standard benchmarks, such as TPC-W and

RUBiS, that are limited to e-commerce oriented scenarios.

Hence, these studies do not capture the disruptive poten-

tial of the innovative services based on social networking.

On the other hand, our study explicitly considers the im-

pact on scalability and performance of user interactivity and

frequent uploads of multimedia objects, that may easily ex-

haust network and server resources.

A further contribution of our study is the analysis of sys-

tem bottlenecks and performance for several workload sce-

narios that aim to capture the evolutionary trend of social

networking services. Previous studies on the impact of evo-

lutionary technology trends on the performance of the un-

derlying infrastructure [2, 4] were focusing on e-commerce

services, without considering the social-oriented factors of

workload evolution. Other studies on the impact of differ-

ent network scenarios, such as [15], were even more limited

because they focused on low-level details such as TCP con-

gestion control, while we extend the analysis to the main

system resources such as network file descriptors, CPU and

disk utilization.

6 Conclusions

The growing popularity of social networking services is

changing the Web workload. User interactivity and pres-

ence of multimedia-rich content place on the underlying

server infrastructures a different demand with respect to tra-

ditional Web-based services.

We carry out a comprehensive study with different ser-

vices, levels of user interactivity and client connections.

Our results show that system performance and bottlenecks

are dependent on the type of service, on the user behavior

and on the network characteristics. To support social net-

working services, future server infrastructures will need to

provide high performance storage to support the growth of

multimedia-rich content. Furthermore, the high variability

of user behavior and network characteristics suggests that

future infrastructures may exploit adaptivity to cope with

extremely heterogeneous demands on the system resources.
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