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Abstract: The hardware technology continues to improve at a
considerable rate. Besides the M oor e law increments of the CPU
speed, in the last years the capacity of the main memory is
increasing at an even more impressive rate. One of the
consequences of a continuous increment of the main memory
resources is the possibility of designing and implementing
memory-embedded Web sitesin the near future, where both the
static resources and the database information is kept in the
main memory of the server machines. In this paper, we evaluate
the impact of memory and network technology trends on the
performance of e-commerce sites that continue to be an
important reference for Web-based services in terms of
complexity of the hardwar e/softwar e technology and in terms of
performance, availability and scalability requirements.
However, most of the achieved considerations can be easily
extended to other Web-based services. We demonstrate through
experiments on a real system how the system bottlenecks change
depending on the amount of memory that is (or will be)
available for storing the information of a Web site, taking or not
into account the effects of a WAN. This analysis allows us to
anticipate some indications about the interventions on the
har dwar e/softwar e components that could improve the capacity
of present and future Web-based services.

implications on the performance of the Internet-based
services. In the traditional client-network-CPU-diskhpdahe
adoption of large main memories, together with CPU speed
improvements, seems a valuable answer to the continuous
research of bottleneck removals that often occuhatdisk
side. The trend of adopting large central memories il h
the user to experiment lower response times, but ittihas
potential to create novel difficulties to the servemponent

of an interactive Web-based service [21]. If we liridr
considerations to Web-based services that are afesttéor

this paper, we can observe that the size of a typied site

in terms of stored information tends to grow sloweanthhe
typical size of the main memory. The reader shouldidens
that nowadays some Gbytes of RAM are the entry lelvahy
server machine that supports interactive services sothe
performance requirements [8]. And, in the large majafty
cases, the most requested information of typical Wtds si
that are implemented through a multi-tier architectures doe
not span over some Gbytes of data stored in file mgstnd
databases. Hence, it seems practicable to foresegetign
and implementation of so callechemory-embedded Web
sites where both the static resources and the database
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|. Introduction

information is kept entirely in the main memory of therver
machines.

If we pass to consider the network capacity, we caerok
bandwidth improvements at many levels, from tingt mile

Web technology is the standard interface towards ma'f%at is, the Internet connection of the Web sitevers), to

services that are exploited through the Internet. Theaddm
for better service performance has driven a technmabgi

trend towards more powerful,

the backbonef the Internet core (excluding peering points
among Autonomous Systems that remain an open issue), to

integrated, scalable SySt(:“t'ili‘e last mile where a larger percentage of final users are

components. The capacity of current hardware COrmmne%t&opting fast connection technologies (especially, ARStd

such as processor, main memory, and network interfaces
continuously growing. The main interest of the sciantif

cable connections) [23]. These network improvements wil
certainly have further impacts on the architecturesl an

community has always been focused on the impressiveﬂgrovis erformance of the future Web-based services

of the CPU power that continues to follow the Mooagv |
[18], although the asymptotic bound seems closer.
interest has, in a certain measure, masked the fatctiththe

. Some consequences of these technological trends are
Trﬁlr?tuitive. For example, we can easily expect that trstesy

o . capacity will tend to increase and any Web-based sexvidl

last years, the CapaC”Y Improvements Of, the ma}ln MEM he able to guarantee higher throughputs. Other consequences
and the network capacity are even more impressive than are not fully exploited. For example, it is unclear whigh

CPU mcregses. The compmaﬂop of thesg muItlplg hawrelw be the new bottlenecks that will bound the maximum capaci
resource improvements is having or will have |mportanc;f a Web-based system. In this paper, we aim to angwer
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some of these questions by evaluating the impact of lamedwis kept in RAM, the disk operations represent the batkn
improvement trends, especially main memory and networkducing the system capacity.
capacity, on the performance of e-commerce sitesselhe Third, we evaluate the impact of wide area network tffec
types of Web-based services are important becauseniiey on the performance of the considered e-commerce \Afte.
continue to represent examples of mission criticalri@e find out that, when the client-system connections siogv,
based services, in terms of complexity of the hardvesr@ the duration of the user session augments, and longgdastin
software technology and in terms of performance, abdity connections tend to exhaust the pool of available socket
and scalability requirements. Through endurance and stre&scriptors. This may have tragic consequences on stensy
tests, and accurate measurement of coarse grain and fweformance because descriptors are token-based limited
grain performance parameters, we show how the systessources that do not degrade gracefully such as othemsyst
bottlenecks of a prototype e-commerce site will chaag@ resources (e.g., CPU). On the other hand, when teatcli
function of the amount of available main memory ane thsystem connections improve, the system bottleneottstén
quality of the interconnection between the clientsl dhe move towards the CPU.
server. Our trend analysis has important consequence§ he rest of this paper is organized as following. SecZio
because it allows to anticipate some interventionsttm outlines the main functions of the components of a
software components to further improve the capacity oépresentative Web-based dynamic site of medium size and
present and future Web-based services. The three mawerage popularity. Section 3 illustrates the dynamica of
contributions of this paper are summarized below. request service and points out possible performance preblem
First, we confirm the intuition that memory-embeddedWeSection 4 describes the testing plan that is pursued durng th
sites have lower response times and better throughpat thexperiments. Section 5 describes the experimental testiobd
sites that keep a significant portion of static and dynamthe workload models that are used for the experiments.
information on disk. The obvious reason behind themdiffe Section 6 analyzes the experimental results about the
performance is the speed of current storage areas, whiclperformance impact of memory technological trends, evhil
really slow when compared to the main memory access&ection 7 focuses on the impact of network bandwidth
The performance gap between disks and main memdeatures. Section 8 discusses some related work. Finally,
becomes much more evident if we think that every soafce Section 9 concludes the paper with some final remarks.
static content has to be fetched from a file systewh almost
every source for dynamic content requires informatiat ts |1, System architecturesfor Web-based services

usually fetched from a database server. After some years of initial innovation and confusion,

Second, for all the conS|dered workload models, We Ver'%day’s basic architectures for building Web systemsesha
that the back-end node hosting the. databa}se servanﬂam%ore set of basic design choices. These choicesecapdied
the system bottleneck..However, a fine grain analgihe , \yep sites providing a mix of static and dynamic canten
system resources of this back-end node allows us toatga as well as Web services that provide interaction ¢
how the bottlenecks change as a function of avaikaileunt information systems through a Web interface. Througtiaut

of main memory. We distinguish three results. For amoat rest of the paper, we will use the tekifeb-based service

memory—embedded database, disk accesses are rare, an%a ess both Web services and static/dynamic Web hites.
bottleneck is represented by the CPU of the databager se other words, a Web-based service is considered anyétte

because of synchronization operations with in-mentata service that uses an HTTP-based interface
bufferg. Wher\ a §|gn|flcant portion of the datqbgsem(t.ab Independently of the large variety of available sofawar
50%) is kept in main memory, the system capacity is &igic solutions, the typical design of a Web-based service is

limited by.thg number of available socket descriptdrat are nowadays based on a multi-tier logical architecture térads
a pool of limited resources. When a small part of thatiese

static content
handling

Figure 1. Architecture of a dynamic Web site



to separate the three main functions of service dglithe be mapped on a physical architecture. Even in this phase,
HTTP interface, the application (or business) logic #msl there are many alternative solutions, but ¢hester systenis
information repository. These logical architectureetayare becoming the most common choice for the supporting
often referred to adront-end application and back-end platform. A cluster consists of multiple nodes thatlacated
layers [2]. Figure 1 shows the main structure of a typicah the same area network, and a single component that
system providing Web-based services. Beside the cliamts, provides the interface with the external world. For mhast
recognize the three logical components of the syssfiowh  popular Web-based services, the nodes may be distributed
as boxes), each detailed with its main functions (tveso over a geographical area, but in this paper we do notdsons
within the boxes). This figure also sketches the fundaahensimilar architectures.
interactions between the three layers (with solied) and It is important to observe that there is not a arerte
between the main functions provided by each layer (wittorrespondence between the logical layers and the physic
dashed lines). architecture: multiple layers may be mapped on the same

The front-end layer is the interface of the Web-basedhode; alternatively, the same logical layer may be
service. It accepts HTTP connection requests frontltbets, implemented on multiple nodes. For example, the software
serves static content from the file system, and sgmts an components (front-end, application and back-end servers)
interface towards the application logic of the middleetalas may run on one physical node or on a cluster of nodes [6]
shown in Figure 1). The most popular software folhe best choice depends on many factors, such as thteddo
implementing the front-end layer is the Apache Webeserv technology, the size and the popularity of the Web-based
although others exists, e.g., MS Internet Informatioservice, other security goals and economic constrdiihtge
Services, Sun Java System Web Server, Zeus. refer to medium size Web sites, the real choicetisd®mn two

The application layeris at the heart of a Web-basedor three physical nodes, because the common tendenay is
service: it handles all the business logic and compiites tmap always the information repository on a separatie.no
information which is used to build responses witiWith present technologies, a software such as J2EE [16]
dynamically generated content. Content generation oftevould lead to a physical separation of the three lodégadrs
requires interactions with the back-end layer, herfee ton at least three nodes. On the other hand, scripting
application layer must be capable of interfacing thtechnologies, such as ASP, JSP and PHP, tend to comteent
application logic with the data storage of the back-dinetre the front-end server and the application server onsétme
is a huge number of technologies for deploying a businesede.
logic on the middle tier. CGl has been the first safev Independently of the mapping choice, the software
technology for the deployment of dynamic Web sites,that components of the Web system are strictly correlakexs.
performance penalty related to the creation of a CGtgss example, the application server relies on the back-ayat to
for every client request has led to the decline of @& provide the necessary information for building the appbtica
popularity. Scripting languages, such as PHP and ASP, dogic data. If the back-end layer fails or results $taw, the
quite popular for medium size dynamic Web sitegperformance of the application server may be severely
Component-based technologies belonging to the J2EE familggraded and, as a domino effect, the overall performathce
(such as Java Servlets, JSP and EJB) are considered nserving dynamic requests drops. Each component consumes
scalable [7] and are often preferred for building medium-t@ystem resources, such as CPU power, main memorgnfile
large Web sites. The modularity of component-basesbcket descriptors. These resources are not unlimiteti, an
technologies also makes the deployment of Web servicesually they get exhausted when the system is subjeagho h
easier. Indeed, most Web services are designed witad. The amount of available resources is a key facttre
reusability and composition of basic service factitie mind: performance of a dynamic Web-based service. When the
these concepts are best put into practice through thei@uoptamount of available resources varies (for example, a
of modular (object oriented) design techniques. consistent amount of main memory is added to the system

The back-end layer manages the main informationthe performance of the overall Web system changese Mo
repository of a Web-based service. It typically cassif a importantly, the system capacity may be determined by a
database server and storage of critical informatia ihthe resource bottleneck that is a function of the currefttvare
main source for generating dynamic content. Databagerse and hardware layout of the system. Since hardware upgrades
have a long history and there are many good altersativare becoming much more frequent (mainly due to the low
Nowadays, popular frameworks are provided by Oracle, IBbsts of today's off-the-shelf components), the servi
DB2, MS SQL Server on the proprietary side, and by MySQinfrastructure is subject to a continuous evolution, twhic
and PostgreSQL on the open source side. typically follows the current technology trends. Wel\stow

A complete implementation of a Web-based servide this paper that it is not obvious to anticipate thav
requires the logical design to be followed by an architat bottlenecks introduced by the adoption of new (or evamrdit
design. In this latter phase, the multi-tier logicalelaymust technologies.



In particular, we focus our attention on the technology On the other hand, dynamic requests are passed by the
trends that characterize the availability of mainnmoey at  front-end to the application layer through the propenfate
the server machines, and the continuous improvememi®dule. The interaction between the two layers isvehas a
occurring at the network level. solid line connecting the interface modules in Figuree T
The cost of the main memory has been constantipplication layer generates the content through the
decreasing over years and even entry level computersoare cooperation with the back-end tier. The interface wtib
equipped with amounts of RAM that were found just in tofront-end activates a set of modules implementing tiwahc
level workstations just a few years ago. If we consitdher application logic. The process of activating the modutes i
impact that this trend is having and will have on thdenoted by the dashed line between the interface and the
information repository for many Web-based services,can application logic subsystem. These modules are, typically,
foresee a radical shift. Most Web-based services a@PU-bound. To fulfil the client request, they can absuest
characterized by an amount of information seldom exngediadditional information to the back-end layer through the
some Gbytes and the growth of data does not tend tawfoll proper interface. The interaction between the layers
the exponential growth of main memory availabilitydéed, represented by a solid line in Figure 1.
over the years, the amount of main memory installed o When the DBMS is placed on a different machine, a
servers hosting the information repository has béeaddy communication between the application server and thd®B
increasing. As a consequence many Web sites amxuires the use of connection descriptors (thasdskets
characterized by a DBMS that can store the wholebdata These are critical resources of the operating sysbecguse
into RAM [19] and this fact is destined to become morthey are a limited set.
common in the near future. The DBMS can place a significant amount of stress on
Besides the obvious performance gain due to the lowsccedifferent hardware resources of the server machine deygn
time of RAM if compared to disk, a RAM-based database cam the type of required operations. For example, the CRJ m
dramatically alter the performance of the Web systgm be loaded by operations related to a complex query, the disk
shifting potential bottlenecks on multiple parts of thebBN may be loaded by operations that require many accestes t
system. mass storage. It is worth noting the different bebrasf the
In a similar way, wide area network technologies haw&ystem resources.
dramatically increased the available bandwidth over Sockets aréoken-basedesources, which means that only a
geographic links, thus reducing the download time also ffinite number of sockets is available and can be asdiga
rich media content. Besides some performance gainstémat processes. When the available tokens are exhausted,
be easily expected, in this paper we are mainly ineglest additional requests are queued for an unpredictable time (i.e.
evaluate the impact of the technology evolutions on thetil a token becomes free). A connection request rany f
internal components of a system supporting a Web-badeecause the time-out deadline is passed or because dtcann

service. be stored in the finite-length waiting queue of the servi
node.
IIl. Request service and potential bottlenecks On the other hand, the server CPU and diskgeaeefully

Answering to a request reaching a multi-tier Web—baség‘egra‘dabIe resgurcesthat may be shared gmong eygry
system is a complex task that triggers the creation al%O(?efSS requesting them. Once the resourpe is fully ediliz
interaction of several processes. In this sectionwillerefer addltlona.l requestg lead to” progresswg performange
to Figure 1 for outlining the main dynamics behind thgegradgt!on, byt typlcally no waiting request is refusedrbut i
service of a client request. really critical situations.

After receiving a request, the request handling module at
the front-end layer invokes the most suitable funcfanits .
service. The interactions are represented in Figure 1 |a\£' Performance testing plan
dashed lines connecting the request handling module with thdn this paper we aim to evaluate the effects of teldyical
other modules of the front-end layer. Requests forcstétb trends on the overall performance of Web-based servicel
objects can be satisfied by the static content hagdlialso to verify whether these trends may modify the
subsystem at the front-end and do not usually put abgttlenecks that determine the maximum capacity of the
significant load on the system. Indeed, serving statitent system that supports Web-based services. The goal of the
typically requires the retrieval of one or multiple atgefrom performance study determines the approach and the testing
the file system, which is a low overhead operatiqreeislly plan used for the experimental analysis.
when the requested file hits the disk cache. The networkWe use a so calledlack-box testing to evaluate the
adapter connecting the Web infrastructure to the outsigerformance of the system and to determine under which
world is the only system component that could be aftebly workload conditions the system reaches its maximum
the service of heavy static contents. capacity. We also use a so callghite-boxtesting when we



aim to identify the hardware or software resource thabmmerce sites, subject to load arrivals that areacherized
represents the system bottleneck. by heavy-tailed distributions [2].

In a black-box testing, the system is viewed as amiato
entity, hence we consider its behavior as it is deam the V. Setup of the experiments
outside. The considered performance indexes are at the
systemlevel. Popular indexes are the response time, and the Experimental testbed
throughput that can be measured in terms of served requestd/e carried out the entire set of experiments by corisigler
(e.g., pages, hits) per second or Mbytes per second. @lme man e-commerce site as representative Web-basedes€eFbie
goal of these performance indexes is to verify whether e-commerce site is implemented by a three-tier logical
system is providing or not services at an acceptabkd t§ architecture that is mapped on a physical architecture
performance. Black-box testing is also useful for detgdne consisting of two server machines. Figure 2 illustrabes
trends of system performance as a function of theremife architecture of the prototype system that has beenfastie
load. It is a common practice to build a load curve f@ t experiments.
Web system by considering, for example, the average (or,The first node of the Web system hosts the softneleted
better, the 90-percentile) of the response time asetibn of to the front-end and the middle tiers. In particular we the
increasing request loads. Such a curve allows us to igentif Apache Web server [4] for the front-end, and the PHP4 [22]
knee region in which a sudden growth of the response tireagine to implement the application logic at the middie. ti
occurs. This region denotes that the system is workirits a The second node hosts the software for the back-endwie
maximum capacity and at least one of its resources deoose MySQL [20] as the database server. To reflect a
critically loaded. Black-box testing does not considee threalistic workload scenario, we enabled the supportafoiet
internal components of the system, hence it is imblesto  locking and two phase commits.
identify the bottleneck that limits the system capacit Other machines host the software running the client

When we have the necessity of a more accurate aalygmulator, which is used to generate the appropriate vabiime
we carry out a white-box testing. In this case, we@serthe user requests to the Web system.
Web system with a client request load around the kneerregi Each machine of the testbed platform has a 2.4 GHz
that has been identified through the previous black-bdxperthreaded Xeon CPU and is part of a cluster of nbdes t
testing, and monitor continuously the status of thermate are connected through a Fast Ethernet LAN. Each node is
resources of the Web system. This type of analysjsimes equipped with the standard Linux operating system (kernel
the evaluation of finer grain performance indexes that aversion 2.6.8), and monitoring tools to collect samplés o
related to the internal resources of the Web systdfa. performance measures that are necessary for the-nit
typically consider the performance at least at source testing. In particular, we use tlsgstem activity reporfll]
level that are associated to the most important hardware afodl to collect resource utilization statistics. Ttosl samples
software (mostly, operating system) components. Sonag regular intervals the utilization of both physicesaurces
examples include: the utilization of the CPU, disk anduch as CPU, memory and disk, and operating system
network interface, or the amount of free memory & thresources, such as the number of open sockets and themumb
hardware level; the number of available file and sockef processes. The output of the system monitor is logged f
descriptors at the level of the operating system. off-line analyses.

In particular, in this study we take into account cumuéativ.  Since one of the main interests of this study isvaluate
distributions or percentiles instead of average valulesece the impact that the availability growth of the maiemory
to the previous performance indexes. The motivation sommay have on performance and system bottlenecks, weatmul
from the observation that higher moments are negesggen three mairmemory scenarios
we have to evaluate the performance of systems, sueh a « All in-memory. This scenario represents what we
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Figure 2. Experimental testbed



consider the next future, when the whole databasbjects together with the user think time. Howeverame-
information is likely to fit into main memory. commerce service we have dozen of possible alteasativ
« Partially in-memory. This scenario represents aany level of the multi-tier architecture, often aldependent
common present case, where just half of then the adopted software technology. As a consequenise, it
database information can fit into main memory.  impossible to define THE model for e-commerce serviées
* Mostly on-disk. This scenario represents a paspopular choice for the research community that hascoesa
situation, where the main memory can host only # actual logs of highly popular e-commerce sites isueeof
small portion of the database information. the TPC-W benchmarking model. Together with the more
For each scenario, Table | reports the percentagdsdefai recent SPEC-WEB 2005 [25], TPC-W represents the only
database information that can be stored into the matomplete specification (workload side and system sidenof
memory. e-commerce site that has been proposed and shareargea |
We also take into account the evolution of networksreshescientific community [1, 10]. For this reason, a TPClike
the current trend corresponds to a general incremetiteof workload model is the choice of this paper.
available bandwidth together with a reduction of therlay. In our experiments, the workload mix is composed by 5%
To evaluate the impact of this trend on Web syste®f requests for static resources and 95% of requests for
performance and possible bottlenecks, we emulate ditferglynamic resources.
network scenarios that present a better or worse yudlihe Web traffic is generated by means of a TPC-W tikent
connection between the client emulator and the Wsteisy emulator which creates a fixed number of client processes.
Each process instantiates sessions consisting of pheulti
requests to the e-commerce system. For each customer

Scenario Available RAM session, the client emulator opens a persistent HTTP
[% of DB size] . . .
Alnmemory 100 % connection to the Web server which lasts until the ef the
Partially in-memory 60 % session. Session length has a mean value of 15 minutes.
Mostly on-disk 30% Before initiating the next request, each emulated cligits
Table 1 Memory scenarios for a specified think time, which is set to 7 seconds on

average. The sequence of requests is determined through &
Without the intention and the possibility of recregtithe state transition diagram that specifies the probahititpass
entire spectrum of Internet effects, we introduce stypieal from one Web request to another one.
wide area network effects in the links connecting thent The standard user behavior is to start its interaactiibh
emulators to the node hosting the front-end layer: packibte Web site from the home page. The user may use@hsea
delay, loss and bandwidth limitation. To this purpose, wiinction to select an item to purchase or browse prodycts
utilize a WAN emulator that is based on thetempacket category. Once an item has been selected, the user may
scheduler of the Linux kernel [13]. In this paper, we comsiddrowse a product description and place the related itehein
two network scenarios: shopping cart. Finally, the user may checkout the itentise
« Well connected clientsWe configure the WAN shopping cart through a purchase transaction. This

emulator by using a maximum link bandwidth of 64description represents a typical user interaction, butemo

Mbit/s and by introducing a packet delay with acomplex user behaviors (such as aborting a transaction o

normal distribution withh = 5ms ands = 1ms, with removing items from the shopping cart) may occur, even i

no packet loss. with a lower probability. A complete description of thiate

« Badly connected clientsWe configure the WAN transition diagram of the user behavior is reportedjn [

emulator by creating a virtual link between the

clients and Web system with the followingVIl. Performanceimpact of memory capacity

characteristics: 8 Mbit/sec as the maximum link

bandwidth; packet delay normally distributed withA- Bottleneck identification

u=200ms ands=10ms; packet drop probability set In this section we analyze to what extent the teldyical

to 1%. trends concerning main memory may influence the
performance of a Web-based service and may shift the
bottlenecks across different components and resourdi of
) o Web architecture.

The choice of a realistic or at least adequate workload\ye first evaluate the response time for the three omgm
model to test an e-commerce system is an open prdyeMgcenarios when the Web system is subject to incrgdsads.
itself. In workload models oriented to browsing, therhe goal is to understand, for each of the proposed sospar
interaction is basically with the HTTP server and thix is the request arrival rates at which the Web architecstarts
mainly oriented to define the number and size of embeddgsl evidence a clear bottleneck. Figure 3 shows the 90-

B. Workload model



percentile of the response time as a function of flemtc the front-end, the application and the back-end lay&ss.
population for the three memory scenarios. A comparis@xample, Figure 4 shows the breakdown of the response time
among the three curves shows that the impact of #@eilafor the partially in-memory scenario. The histograms
main memory on the response times is much less signtfi represent the 90-percentile of the three contributfonswo

than the impact on system capacity. The scarce ird@i@h popylation values. The bar on the left is related tarmber

the main memory on response times is visible in Figure of glients lower than the system capacity (equal to 2@6shis
that reports the 90 percentile of Web object responsestas e the bar on the right reports the breakdown fotient

a function of user population. The main motivationhatf population higher than the system capacity.

when the system is not overloaded, the amount of s@ges A comparison between the two histograms shows that

main memory does not exceed the physical limits of the . .
corresponding node, and no (slow) virtual memor hen the critical number of requests is reached, tlsere

management takes place. As a consequence, the resp en increase of thg rgsponse .tlme (;ontrlbut|on inegeto
time is bound by the following operations: Web pag{g_he baf:k—end !ayer. Similar stu@es with the othgr nTgmo
construction (mainly CPU-bound), access to storagéitiesi SCenarios confirm these conclusions. In all experigettie
(DISK-bound), and use of network resources folncrease in the back-end time drives the performance
communication. This confirms the intuition that addiab degradation of the system shown in Figure 3 for the
main memory on the back-end node increments the systéansidered TPC-W workload model. Hence, we can easily
capacity. We now want to investigate the reasonsnethie conclude that the bottleneck is always related to the
impact of the main memory size on the maximum capa€ity operations at the database server node.

the Web system. To this purpose, for each memory scena .
we first identify a critical value of the client poputat that B. Resource-level analysis

leads to a sudden degradation of the system performaige: th After the identification of the maximum capacity of the
corresponds to the so calledeeof the response time curve. Web architecture in terms of number of concurrent u§ers
As we proceed from the mostly on-disk scenario (callecbrrespondence of the knee of the curves), we pasalyran
simply on-diskin the following of this section) to the partially the causes behind the bottlenecks that limit the cgpafdihe
in-memory to the all in-memory scenario-(nemory, from system. To this purpose, we carry out wehite-box
Figure 3 we can see that the maximum number of clieats ﬂ'performance testing for the three memory scenariak an
can be served without significant performance degradatig@pulation of clients in proximity of the identified kne&ar
increases from 30 to 270 to 330, respectively. the on-disk scenario we consider a population of 60 elient

Once found the critical load that determines the maximugg, ihe partially in-memory scenario we consider a patporh
system capacity for each memory scenario, it iS@sté\g 10 ot 300 clients, and for the in-memory scenario we atersa

investigate the nature of the bottlenecks that lilnét $ystem population of 360 clients. For each experiment, we monitor
capacity. This analysis requires a deeper comprehen$ion Qe rately the utilization of the main system resairce
the internal behavior of the system components, wWeahave Recalling the dynamics behind a client request detailed in

called white-box testing. o . Section 3, we conclude that the main performance indexes

In a Web architecture consisting of multiple layers, first 4,5 may evidence a system bottleneck are: CPU iiiza
step requires the identification of the layer causingsyseem  jisk 1/0 activity (in terms of disk transactions per cses)
bottleneck. The standard procedure is to split the carnioip

to the response time among its components that aeddio g
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different memory scenarios (partially in-memory scenarjo



and number of open sockets. For this reason, we hasignificantly lower than in other experiments (see Fégur
instrumented a system monitor that provides regular sampia)), but that is highly variable with a range spanriom

of these three performance indexes on every node df/éie 20 to 60 open sockets. This leads us to conclude that the
based cluster infrastructure. As we will see, our amalysnumber of open sockets does not represent a system
shows that these three indexes allow us to identify thmttleneck for this scenario because 60 is far below th
resource bottleneck under every considered memory soenanumber of 105 sockets that are available at the database
and to evidence how the system bottlenecks changerver.

depending on the amount of main memory. However, the high variability of the number of open
sockets deserves some motivations. Since the databass
On-disk scenario is equipped with a limited amount of memory, most database

The most significant results about the white-box aisliggs  operations are delayed by the disk accesses. The lorzpdata
the on-disk scenario are shown in Figure 5 that repbds tservice time increases the number of concurrent tclien
main performance parameters of the back-end node aseguests, thus leading to a high number of open sockets even
function of the time elapsed from the beginning of théor low numbers of user requests.
experiment X-axis). When we pass to analyze the disk performance, we notice
In particular, Figure 5(a) shows the number of open sockets almost constant throughput in terms of operationsyal
at the back-end server node throughout 1000 seconds of thase to 150 transactions per second. To have a guathatee
experiment. Figure 5(b) shows the CPU utilization that ithe disk represents the system bottleneck for the dn-dis
split into kernel and user mode: the kernel mode refetfseto scenario, we evaluated the maximum disk throughput for the
CPU operations related to the operating system, such casidered architecture. To this purpose, we usdottune
process scheduling, context switches and system caitsgrv [15] tool which allows us to evaluate the maximum
the user mode relates to the application processese &i&c throughput when the disk is subject to complex
are monitoring the back-end node, the CPU utilizationser read/write/seek patterns, as in the case of datalpasations
mode is almost exclusively due to DBMS operations. Rmallof the TPC-W workload that we have used for the
Figure 5(c) shows the disk 1/O activity that is reportediisk experiments.
transactions per second throughout the experiment. Other related tests show that 160 disk operations per
The first observation deriving from Figure 5(b) is ayversecond represent the maximum achievable throughput for the
low CPU utilization (below 0.1). This allows us to exclude considered workload. This result evidences that the digleis
CPU from the list of possible bottleneck resourcesxtN®we  only system resource that operates close to the maxiofum
observe a number of simultaneously open sockets thatitis capacity.
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hot spots in the database server process we shouldopzess t
Partially in-memory scenario measurements at the function level. To this purpose, we
Figures 6(a), (b) and (c) show the socket, CPU and digkilize a system profiler from which we get that thiadtion
utilization for the partially in-memory scenario, pestively. that checksums asynchronous I/O buffers uses almost 70% of
With respect to the on-disk scenario, in this caseplbgerve the CPU time. This function is part of the asynchumntO
a significant increment of the CPU utilization and thenber  buffer management of the MySQL DBMS. Asynchronous 1/O
of contemporary open sockets, while the disk activiesl to is used to improve I/O performance by caching frequently
decrease. It is worth to consider that these utibratevels accessed portions of the database, thus bypassing the
are reached for a number of served requests that isthaome operating system disk buffer cache. To provide data
nine times the number related to the on-disk scen&mm( consistency a checksum is calculated on every buffarcéje
30 to 270). This consideration motivates the suddeme can conclude that the asynchronous I/O subsystéhe is
increment of the CPU utilization combined with a lowreal bottleneck of the mysgld process.
decrement of the disk utilization, even although morentha It is tricky to solve this CPU bottleneck at the datsdb
half of the database is kept in main memory. But thetmaserver. The most straightforward option seems to puechas
significant result is that for the partially in-memagenario, faster CPU that can provide higher computational power.
neither the CPU nor the disk of the database sereesyastem However, this solution has a limited scalability. Thest
bottlenecks. Initially unexpected, the system capacitthis alternative to improve the database performance isdoce
case is limited by the number of sockets. Indeed, frmarE the checksumming activity by decreasing the number of
6(a) we can observe that the number of open socketiseon buffer accesses. For example, this can be easilyedawtit by
DBMS node is always equal to the maximum capacity that é&igmenting the size of the query cache.
set to 105.
Summary of results
In-memory scenario We can conclude that the amount of memory on the back-
Figure 7 shows the resource utilization for the in-mgmorend node of a multi-tiered Web system is having and will
scenario. ldentifying the system bottleneck for thasecis a have a fundamental impact on system performance. Although
straightforward task, because the disk is almost not usstl a some results were expected, the experiments evidenced some
(Figure 7(c)); the number of open sockets is around 20 (seevelties. For example, increasing the available mgmor
Figure 7(a)), a value that is far below the maximum liseit augments the system capacity, but does not reduce
to 105. On the other hand, Figure 7(b) shows a CRdignificantly the response time observed by the client
utilization close to 1 with a 0.8/0.2 ratio between timet Moreover, it is quite interesting to verify how the mmy
spent in user and kernel space. The immediate conclusioravailability alters in a fundamental way the systettléneck
that for the in-memory scenario the system bottknis that limits the performance of the architecture.
represented by the CPU of the back-end node. In particular, the possibility of storing half of theel/site
This initially unexpected result suggests that th@nformation in main memory has a super-linear berefithe
computations at the application level are much moraiNe system capacity that in our case improves of more ¢hgint
than the cost necessary for the system calls. &tls only times. Storing even the remaining part of the Web site
one major process running on the back-end node, we daformation in memory augments the system capacity of
easily assume that the DBMS process is the real saifrithe “just” an additional 30%. With different system architeets,
system bottleneck. the effects would be different, even if our experienegldeus
Nevertheless, if we limit the performance analydishés to conclude that the first half memory storage produies t
level of granularity, we cannot exactly motivate tighhCPU main increment of the system capacity. The in-memory
utilization of the database server application. To ifietite  scenario does not improve the system capacity witheptgo
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the partially in-memory scenario such as it has lgesre in  connectivity reduces the response time by an order of
the passage from the in-disk to the partially in-memompnagnitude, and the Web system can serve a larger nuinber o
scenario. Indeed, the system for the partially in-mgmorequests.

scenario works for high request rates, but it is in \lEag It is interesting to observe that the network conimiggt
conditions that is, the disk and the CPU are really lgighseems to have an impact on performance even more
utilized, and the set of available sockets is almostested. consistent than the possibility of having a memoryedded

A platform where all the most important system resesiare Web site. The two couples of curve for badly connected
critically loaded is something that any system managest clients are close, although the improvement of theirall
avoid. In some sense, this situation is even woraa that memory scenario is the most sensible. The syst@mcis for
shown by the on-disk and of in-memory scenarios whuste the partially in-memory scenario in terms of managed
the disk (or the CPU) is a clear system hottleneck éontext requests increases by 50% (from 180 to 270 clients), wirile fo

where the other resources are not critically loaded. the all in-memory scenario the increment reaches @83

180 to 330 clients). However, the real impact of a combine
VIlI. IMPACT OF NETWORK trend that improves network connectivity and augments the
IMPROVEMENTS main memory size cannot be fully explained without éevh

box performance analysis that aims to identify thdesys

We now evaluate the impact of the trends of the ndnwo[)ottlenecks

technology on the system performance and related fect . i .
9y y P For the partially in-memory scenario, the resource

the system bottlenecks. Many parts of the Intermeliiding utilization is not significantly modified by the chatadstics

the Ia;t mile links, are being characterized by Iargeorf the network connections. The number of open soakets
bandwidth, lower latency and lower packet losses, arsl tq

trend is likely to increase. .
y . . s\ystem bottleneck. Hence, we do not report the refulthis
For evaluating the consequences that this trend may ha}ngmor scenario

on Web-based services, we use the same testbed emtdte y . . .

. . . .. If we focus on the all in-memory scenario, we cagenbe
and workload model of the previous section, with the aafiti . .

. a clear modification of the system bottleneck depending

of an emulator of WAN effects between the clients! ame whether we consider good or badly connected clientthdn
front-end node of the Web system. We consider theénall g y '

. . . latter case, the disk activity is low, and the botEn is
memory database and partially in-memory database sognar
. . related to the number of open sockets. In the formse, dhe
and two main network scenariosell connectedand badly

. . bottleneck remains the CPU of the database server.
connectectlients. The experiments related to these scenarios_. .
Figure 9 shows the number of open sockets sampled during

lead to the four curves reported in Figure 8 where we sh%\/e experiment for both network scenarios. From figisré
the results of a black-box testing. This figure repdies90- .. . . . ) ’
it is immediate to get two results. First, the numiesockets

ercentiles of the response times as a function oftineber . L .
P P simultaneously used by the database server is five times

of requests reaching the Web site (i.e., client popuidatio . . : .
As expected, the quality of the connection has a direr(ytgher in the badly connected scenario with respedhéo

. . . good connection case: on average, 20 vs. 105, where 105 is
impact on the overall response time. Passing fromrgela . i

o ) X the maximum number of concurrent connections for the
majority of clients that are badly connected to tippasite

scenario has a twofold effect on performance: qood aritw database. Second, in the badly connected scenario, all
P -9 available socket descriptors at the database are used. Th

he database server for both network scenarios renthm
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exhaustion of the number of open sockets due to poor netwan the performance of devices and services is scare.of
connectivity is a phaenomenon that resembles thkesocthe few examples is provided in [24], where the author
bottleneck caused by many delayed disk accesses. Asefor discusses the state of the art of the late 1990’s CPtUshan
delay introduced by the disk access, the connectionebetw latest technological trends of chip development. Thekvisr
the application server and the database server last mucteresting because it contains a precise estimatewfthe
longer in the badly connected scenario because ofetfnvork CPU work frequencies are supposed to increase until 2012.
slowdown of client requests. We should consider that $ocke Multiple papers compare different technologies for
are token-based resources that are not gracefully degeadatynamic Web-based sites. For example, in [1, 10, 12, 17, 26]
This means that, once the number of available seclseet the authors evaluate the performance of J2EE and PHP
exhausted, further requests to the database server muist waplementations of the same e-commerce system. Howev
without receiving service until a token is freed. Hentbes the performance comparison in these studies is limitade
contention due to accessing the limited pool of avalabkcalability of each technology and does not focus an th
sockets results in an additional queuing delay. This delayppact of technological trends on the system bottlesieas
(waiting for a free socket) has the effect of furthreasing carried out by our paper. Furthermore, all these stude® sh
the concurrency level of requests on the database.ldds the common trait of focusing on a coarse grain perfagaa
to an amplification of the phenomenon that resemblemalysis of the systems at most at the node levith mo
thrashing. The macroscopic effect of socket shortaghdas evidence of the real causes behind poor performance.
poor performance of the application server and back-ef@bnclusions are inferred either from indirect measurgroe
server components. from coarse-grained system activity reports. On theerot
The insight provided by the bottleneck analysis allowsus hand, our performance evaluation integrates both a eoars
explain the similarity between the two performance esirvand a fine grain analysis to provide a deep insight on the
shown in Figure 8 in the badly connected scenario fer tltauses of the system bottlenecks.
considered memory cases. When the wide area networkOther studies illustrate different aspects of Web system
effects introduce a significant performance penaltyh libe testing. For example, in [27, 14] a fine grained analysibef
all in-memory and the partially in-memory scenariog a performance on HTTP servers is provided. However, these
characterized by the same bottleneck due to soclstidies focus on Web sites serving mainly static Web
exhaustion. resources and do not take into account the complexitytend t
Table 2 summarizes the bottlenecks for the founteractions of a Web site providing highly dynamic and
combinations of memory and network scenarios. Itdghlvto  personalized contents.
note that the bottlenecks due to socket exhaustionkatg td There is no general consensus on the most useful
arise whenever a client request service is delaydaerelty performance indexes for the evaluation of a dynamic Web-
the disk or by the network. An important consequencd, thbased system, although some effort has been put on their
we should consider if we want to improve the systendentification. For example, in [3] the authors study the
capacity, is that increasing the CPU power and/or augngent performance of dispatching algorithms in  multi-tier
the main memory size for storing the entire datalslmsaot architectures, providing some insights into the choite o
solve every performance problem. Indeed, a specialti@tten appropriate load monitoring indexes. They find out that the
most critical load monitoring index is that associatedhte

PARTIAL Al bottleneck resource of the system. M. Dahlin [9] ade@setze
IN-MEMORY In-memory problem of using stale server load information in thetext
Well connected socket CPU of distributed systems. The author proposes some algarithm
clients . . . . .
Badly connected socket socket for mterpretmg server state information based qrage that
clients may help to improve the performance of dynamic Web¢base
Table 2 System bottlenecks for the conidered memory systems.
and network scenarios The effects of Wide Area Networks on Web server

performance has been pointed out in [21, 5]. However, both
on token-based resources is highly recommended especigliydies are limited to a single Web server hosting cstati
because they are likely to be consumed in the caseégbf hcontents, and do not take into account the consequehces o
concurrent load. This may lead to poor performance &ven different client bandwidths on the performance of thére
over-provisioned systems with large amount of RAM angveb system. This is a limit because our experimentg hav
computational power. demonstrated that packet delays and losses have a grea

influence even on the performance of the back-end serve

VIIl. Related work | X. Conclusions

The literature regarding the impact of technologicaldsen  There is a close relationship among the bottlenecks



limiting the system performance and
characteristics of the underlying platform. Hence, dbieve
adequate performance improvement it is
investigate the technology trends so to anticipateyes of
interventions that should be undertaken at the operati
system and server software level.

Our study is a first step towards this direction and givéy]
impact that current
technological improvements concerning main memory and
network capacity may have on performance and bottleneq@]

some clear messages about the

of Web-based services. In particular, we consider an
commerce Web site implemented on a multi-tier archite¢

that is subject to a TCP-W like workload model. Throughoyg)

a large set of experiments for different memory and ordtw
scenarios, we confirm some intuitions and achieveross
expected results. In particular, we show how the bottlene

limiting system performance change depending on tH¢l

amount of main memory available at the server mashand
on the characteristics of the network interconnectietween
the client and the Web system.

This paper has shown that a clear understanding
technological trends and an analysis of their implocegion

Web systems help to foresee both present and futd?@
bottlenecks that hinder the performance of the Webébas

services. Such a knowledge is also invaluable whennieso
to choose the main interventions during system cahestiddin
and capacity planning studies.
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